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Disclaimer

Relevant XCKD: 1570
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https://xkcd.com/1570/


Machine Learning?

Source: Quora
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https://www.quora.com/Machine-Learning/What-are-some-good-machine-learning-jokes


AI vs ML?

Source: Huawei Resarch Blog
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https://forum.huawei.com/enterprise/en/the-difference-between-ai-machine-learning-and-deep-learning/thread/563785-100429


Some examples - Image classification
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Some examples - Fraud Detection
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Some examples - Villo availability prediction
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Some examples - Time Series Analysis
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What are the common points?

▶ Structured data
▶ Often not the case in real-life problem
▶ Preprocessing

▶ Single output variable

▶ Fraud Detection,Image classification: Discrete value ⇒
Classification

▶ Villo,TS: Continuous value ⇒ Regression

▶ Unknown Input/Output mapping

▶ No available model
▶ Data-driven
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Some examples - Image classification

hIC : X ∈ R32×32 7→ y ∈ {0, · · · , 9}
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Some examples - Fraud Detection

hF D :< ID, Country, Amount, Amountavg, .. > 7→ y ∈ {0, 1}
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Some examples - Regression

hR :< Lat, Long, Weather, Day, · · · >7→ y ∈ R+
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Some examples - Time Series Analysis

hT S : X = [yt−d, · · · , yt−1] ∈ Rd 7→ y = yt ∈ R

13/42



Yes, but what about videogames? - Agents

hP : X ∈ R64×64 7→ y ∈ {↑, ↓,→,←, A, B, X, Y, · · · }
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Yes, but what about videogames? - Agents

hP : X ∈ R320×240 7→ y ∈ {↑, ↓,→,←, Shoot, · · · }
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Yes, but what about videogames? - Visual

hV : X ∈ R32×32 7→ R1024×1024
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Yes, but what about videogames? - Level
design - Giacomello et al. [2018]

hLD : X ∈ R128×128 7→ R128×128
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Machine Learning Overview

Machine Learning Supervised
Learning

Classification

Regression

Reinforcement
Learning

Unsupervised
learning

Clustering

Dimension
Reduction

Anomaly
detection
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Machine Learning

Definition
A computer program is said to learn from experience E with
respect to some class of tasks T and performance measure P if its
performance at tasks in T, as measured by P, improves with
experience E.

T. Mitchell,1997
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Learning machine - [Bontempi]

▶ Learning machine
▶ Hypothesis/Model: h(·, ·) :< x, ϑ > 7→ h(x, ϑ) ∈ Y
▶ Class of hypotheses: h(·, ϑ), ϑ ∈ Θ
▶ Loss function: L(·, ·) :< x, y > 7→ L(x, y) ∈ R
▶ Learning algorithm: L :< Θ, Dn > 7→ h(·, ϑn)
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Empirical risk minimization - [Bontempi]

ϑn = ϑ(Dn) = arg min
ϑ∈Θ

Remp(ϑ) (1)

Remp(ϑ) = 1
n

n∑
i=1

L(yi, h(xi, ϑ)) (2)

∇J(ϑ) = 0 (3)
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Machine Learning Process - [Bontempi]

Preliminary phase
1. Problem formulation
2. Experimental design
3. Preprocessing step

▶ Missing data
▶ Feature selection
▶ Outlier removal

Learning phase
1. Parametric identification
2. Model selection
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Model selection - [Bontempi]

The selection of a model is usually perfomed by looking at its
performance:

Rts(ϑ) = 1
nts

nts∑
i=1

L(yi, h(xi, ϑ)) (4)

on unseen data:

Dts = {< xn+1, yn+1 >, · · · , < xn+nts , yn+nts >} (5)
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Cross Validation
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Models - ANN

yt−1

yt−2

yt−3

yt−4

yt

Hidden
layer

Input
layer

Output
layer

y = f

bo +
|H|∑
j=1

wjo · g

 |I|∑
i=1

wijxi + bj



▶ Parameters:
ϑ = [wh, wo]

▶ Parametric
identification:
Gradient descent
+
Backpropagation
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Backpropagation
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Perceptron
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Deep Learning - Intuition

Demo : http://playground.tensorflow.org/
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http://playground.tensorflow.org/


Deep Learning - RNN - Intuition
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Deep Learning - CNN - Intuition

Demo: https://cs.stanford.edu/people/karpathy/
convnetjs/demo/mnist.html
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https://cs.stanford.edu/people/karpathy/convnetjs/demo/mnist.html
https://cs.stanford.edu/people/karpathy/convnetjs/demo/mnist.html


Models - GAN
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And many more...

▶ Non-parametric methods
▶ Decision Trees
▶ K-nearest neighbors
▶ Radial Basis Functions

▶ Network based
▶ Restricted Boltzmann Machines

▶ Ensemble techniques
▶ Random Forests
▶ Gradient Boosting
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Models - Reinforcement Learning
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Models - Deep Reinforcement Learning

Source: [Shao et al., 2019]
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Models - Deep Reinforcement Learning
Architectures

Source: [Shao et al., 2019]
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Wrap up - Review

▶ Computer
vision
▶ CNN
▶ Specialized

algorithms
▶ Agent

decision
▶ (Deep)

Reinforce-
ment
Learning

▶ MLP
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Wrap-up - Review

Source: [Galway et al., 2008]
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Wrap-up
▶ ML is not magic, but heavily relying on:

▶ Linear algebra
▶ Statistics

▶ Data, and its structure is as important (if not more) than the
model

▶ Data preprocessing can be as time consuming as parameter
estimation / model selection

▶ The usage of ML in videogames is not only restricted to
agents
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Since we are at an hackerspace...

▶ Deepmind Lab
▶ Mario AI
▶ OpenAI Gym
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https://github.com/deepmind/lab
http://marioai.org/
https://gym.openai.com/


Thank you for your attention! Any questions/comments?
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